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1. Title: Petascale Computing 

2. Contact: Rick Stevens, PBCS

3. ANL Divisions Involved: all ALDships
4. Sponsor: DOE, Office of Science
5. Outside Collaborations and Especially Interested Parties:

6. Goal: Our focus is on deploying and integrating advanced architecture at the petascale to support DOE’s missions, including ANL initiatives in nanoscale materials research, reactor simulation, systems biology, accelerator designs, and the modeling of complex energy and environment systems.  ANL is a partner with ORNL to develop leadership class computing capabilities to support forefront science, and while supporting broad classes of advanced architectures, aims to focus especially on architectures with substantial promise to reach petascale levels of computing capability within the next five years.
7. Costs: $300M; schedule – FY06-11
8. Status: LDRD, proposal, partial funded
9. Next Steps: Assure leadership in reactor and fuel cycle modeling
10. Expectations: Development of petascale computing capabilities for:
a. Creation of “designer” nanomaterials for industrial, medical, and other applications.
b. Modeling of whole microbial cells for bioengineering and synthetic biology applications in support of energy and environmental research.
c. Fission and fusion reactor modeling that will significantly help reduce design margins and shorten development schedules by streamlining experimental and licensing requirements. 
11. Benefit Perspective: Potentially Transformational Benefits

12. Risk Perspectives: 
a. Technical: Moderate due to commercial risk as well as semiconductor design and software risk.  This risk is mitigated by the particular choice of application.

b. Market/Competition: High because of intense competition of several players for this market.
c. Management/Financial: High due to close coupling with business plans of computer vendors who may or may not stay in the market.
13. Discussion:

This initiative builds on ANL’s strengths in High Performance Computing (HPC) software, advanced hardware architectures, and application expertise; and enables forefront research, engineering, and facilities.  The planned Theory and Computer Science (TCS) building will provide the needed space and facilities support.  The TCS building also leverages ANL’s plans for co-locating the high energy physics division with the nuclear physics division.
Major technical hurdles involve the development of a computer architecture that achieves high application performance with reasonable cost and power consumption.  ANL is working with IBM and other vendors to achieve this goal, in collaboration with researchers at other DOE laboratories and at universities.  ANL also must ensure that applications software with appropriate scientific content, efficiency and reliability is available to meet the community’s needs.  In addition to hiring new staff, ANL will collaborate with other DOE laboratories (especially ORNL and LBNL), the University of Chicago, Northwestern, and the University of Illinois and other universities to build strong software development teams. 

